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We live in a world of instant results and fleeting gratification.  In HCI no less: the design 
principles for direct manipulation require immediate feedback and, in the case of graphical 
actions, sub-second responses.  In addition, computers expect us to give them our undivided 
attention and continually seize it through notifications irrespective of what we are doing or how 
critical the interruption.  This has a clear impact on well-being, and also on productivity as the 
myth of eTective multi-tasking has been comprehensively dissolved.  Furthermore, the need for 
instant and ever more complex computational response has major environmental impacts in 
terms both of the energy for computation itself and of the digital fast-fashion of discarded 
devices.  Can we reimagine a world of patient human–computer interaction, where interfaces 
are designed to enable and encourage less feverish use of computational resources and more 
thoughtful engagement. 
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1. Introduction 
 

 
 

First a point of clarification, ‘patient’ in the following is not used in the medical sense, it is about 
being willing wait for things and more generally being relaxed and thoughtful.  

 

2.  HCI and sustainability 
 

 
 

The FUSION 2024 theme was “Towards Ethical Technology: Bridging HCI, UI/UX and 
Sustainability”, and this was the original driver for this talk; however the talk draws in many 
other strands as well as suggesting a broad new design foci of patient interaction. 

There is considerable work on sustainability within the HCI literature in general (see [FL24]).  
We’ll take a quick peek at some aspects before seeing how this focus leads to the need for 
patient interaction. 
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There are many apps and computer systems that aim to foster better sustainability practices, 
and this has been a substantial focus within UX design.  This includes applications that 
encourage better energy usage and reuse/recycle apps such as the international Freecycle 
community and the Olio app.  The latter was originally focused on avoiding food waste but now 
supports giving away or loaning all manner of things.  

 

 
 

HCI research also studies more fundamental aspects of psychology or human behaviour that 
relate to sustainability.  I was personally involved in the OnSupply project [FF14,SF15], which 
focused on awareness of renewable energy availability, prompted by the presence of the island 
community turbine Tilly. The project included multiple studies on the Isle of Tiree including 
children’s workshops and installation of devices in a number of island homes.  While the goal of 
the installations was simply awareness a side eTect was that of the participants changed their 
behaviour, doing energy intensive tasks when they knew there was a plentiful supply of 
renewables. 
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Another side eTect of the project was that we began to think about the consequences of a world 
where there was ever greater reliance on renewable energy.  As aTordable storage technology 
has lagged behind production capabilities, there are inevitably times when there is an excess of 
energy and producers, such as windfarms, are paid to NOT produce energy.  While this is usually 
seen as a problem we thought about it as a potential opportunity.   Sustainable energy 
discussions usually focus on the periods we need to reduce our use.  However, we can also 
think about times of abundance, where energy is eTectively free [Dx17].  Just as agrarian 
societies orient themselves around the harvest of diTerent products with feasts and 
celebration, could modern industry and agriculture re-orient towards periodic uses of energy 
abundance?  We imagined batch-oriented industrial processes and soil-heating cables under 
polytunnels that are designed to use energy intermittently when plentiful. 

Could the same be done for computation?   

 

 
 

One of the chapters in TouchIT is on “Embodied Computation” [DG22].  Although we often think 
of computation as abstract, it is always physical and embodied, whether in silicon and 
electrons or graphite on paper.  

One consequence of this is the rapidly growing energy use of data centres [HJ23,RJ24,OB24], 
which was raising concern even before cybercash and the AI explosion 
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In addition, there is the ever-growing problem of digital trash or e-waste, an estimated 62 million 
tonnes of it in 2022 [WHO24].  Not only does this use scarce natural resources, the poor 
disposal of e-waste releases toxic materials, often on the poorest areas of the world. 

The relentless throw-away culture of digital devices is fuelled in part by digital fast fashion, but 
also by the constantly growing demands of greater computational power on tiny devices.  The 
recent AI explosion has exacerbated this with adverts promising a life transformed by AI if you 
would only buy a new phone!  That is the computational demand of software is driving physical 
obsolescence. 

 

 
 

There are physical and algorithmic solutions to ameliorate some of these problems: 

• Upgradable devices  –  While desktop computers have long been able to be upgraded 
with more memory or faster processors, this has been harder in laptops and very rare for 
phones.  To be fair the need to pack greater power into smaller sizes has meant that this 
was physically impossible at one stage but becoming more achievable now.  There are 
component-based upgradable phones on the market (albeit expensive and a bit clunky!) 
and the EU legislation requiring devices to be repairable [EP23] may start to change 
attitudes. 

• Community heating from data centres  –  Large data centres may be placed close to 
local sources of renewable energy, or even under the sea to ease cooling.  Some are 
placed near population centres to provide community heating from waste heat. 
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• More computation e9icient algorithms  –  There is work on shrinking the footprint of AI 
and other computation-intensive algorithms driven by the growing awareness of carbon-
footprint combined with the need to run on consumer devices.  This includes LiGO, 
which speeds up LLM learning [WP23], LoRA, which creates lower -dimensional internal 
layers [HS21], memory layers that use fuzzy ‘look-up tables’ [BO24] and most recently 
Deepseek’s  ‘mixture of experts’, which means only small proportion of a network needs 
to be active at once [LF24]. 

This is a fast-developing area and in some cases these technology-oriented solutions may 
reduce the environmental impact without having any eTect on the level of service or external 
behaviour of the system.  However, as in any area is helps to take a wider socio-technical view.  
In other environmental areas the deeper need is to change demand, as we saw with the 
OnSupply project.  The same is true for computation, purely technical systems can sometimes 
achieve the same outcomes with less resources, but the more fundamental issue is changing 
the desired outcomes. 

3.  How can HCI help? 
 

 
 

So, can HCI help?  Are there ways to design interactions that encourage less resource-hungry 
use, or are more generally environmentally positive. 
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First, we can help to counter digital fast fashion by designing more resource-aware interactions.  
When users have better devices, we want to give them better experiences, but still have usable 
experience when the hardware, software or other resources are not ideal.  This will of course not 
stop consumers wanting the latest shiniest phone but at least mean they do not have to do so in 
order to use your apps.  

We are of course used to this for diTerent screen sizes, we expect a responsive web site to work 
on a smartphone screen, but to use the full screen when on a tablet or laptop.  Mobile-first 
design is not about ‘graceful degradation’ or simply reordering the parts of a web page but 
having a really full experience on the smallest device and then asking how can this be better 
[ID25]. 

The same principle needs to be applied to take into account available computation, networks, 
or other resources.  For example, this may mean performing some computation on the cloud on 
less powerful devices, as is common in speech interfaces, or using diTerent quality of images or 
video when network capacity is limited, as seen in the major streaming services.  It may also 
mean designing for gaps in network connectivity, both for areas with no mobile signal, or for 
areas where fixed and mobile access is fragile.  In fact, the first journal paper on mobile HCI, 
which I wrote in 1995, concerns precisely these issues of intermittent connectivity [Dx95].  
Despite growing network infrastructure, these problems persist especially in rural areas [MD14, 
Dx26].  Some of these issues depend on governmental policy decisions and priorities, and has 
major social implications [FA13, WG13]. However, this is exacerbated by the network demands 
of applications; these continually grow, meaning that improvements in connectivity in poorer or 
marginalised areas are constantly eroded.  As designers of interactions, we can change this. 

The responsibility does not lie solely with application developers; the main platforms iOS/Apple 
Store and Android/Google Play Store may put limits on longevity.  Studies by Goodwin et al. 
found that many apps are in fact still usable on older devices even after the manufacturers have 
ceased support and prevent or discourage downloads [GW23,GW24a,GW24b].  There are 
issues of security for devices once they cease to be supported, and where this is not a major 
concern (say a calculator app).  However, most users swop well before this point and we can 
ensure that applications are available for those who choose to continue, thus encouraging 
longevity and by increasing the user base of older devices mean that OS providers are more 
likely to maintain security updates. 

Some of the solution lies in more careful thinking about what are the most critical parts of each 
user interaction, what they want to do, what information they need and what actions are most 
common.  In the earliest days of phone-based web interfaces using WAP and nascent smart 
TVs, I advocated for a mobile or small-screen first approach designing contextual interfaces that 
oTer “the right thing when its needed”, modifying traditional task analysis or interaction flows to 
identify key paths and user information needs at each step [Dx99].  This accords also with the 
agile development focus on user stories [Be99] and is related to minimum viable product [Ju00]. 

This process can also be aided by good architectural design.  Implementation frameworks 
which encourage data layers, such as React [Re25, Nx25], help as these allow alternative front 
ends to be easily deployed.  However, they do not address deeper issues such as diTerent forms 
of processing, at worst encouraging front-end-heavy interfaces that require powerful end-user 
devices.  Note that architectures that are more flexible for diTerent end-user computational 
resources are very similar to those needed for varying user capabilities, thus improving 
accessibility, an issue I’ve addressed in recent keynotes [Dx22, Dx23] 

Of course these application-layer frameworks can be enabled by better operating system 
support, and indeed some issues, notably security, are best addressed here.  One could 
imagine the operating systems designed more akin to the early UCLA Unix security kernel 
[WK80], so that a small core could be maintained on end-of-life devices allowing applications to 
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securely access basic services, even when other aspects of the device, for example more 
sophisticated media services, are no longer actively maintained. 

 

 
 

Advocating for resource-aware interaction sounds worthy, but how does it stand up in a world of 
instant results.  We constantly live with impatient user interfaces: users expect immediate 
results from the computer and computers bombard users with notifications the users to also 
react on demand.  

I have written for many years about the former, the way that we live with a ‘myth’ of an infinitely 
fast machine [Dx87] and the latter, while valuable [SH14], has increasingly become a matter of 
concern [PR15]. 

 

 
 

So, what might more patient interactions look like … 
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In the rest of this document we’ll look in turn at: 

• patient users – how interfaces could encourage users to allow more time for systems to 
work and thus allow better use of computational resources, maybe even so that heavy 
computation can happen in periods of renewable energy surplus or low demand 
elsewhere. 

• patient computers – How we can design interactions that allow users to interact when 
it is convenient for them. 

Both often break the lockstep turn-taking dialogue that is most familiar in user interfaces.  This 
can create issues of situational awareness “where was I?” moments, so we also consider ways 
to help re-engage when using slow interfaces. 

 

4.  Patient users 
The desire for instant results inevitably leads to either more computational power locally, with 
attendant device redundancy and e-waste, or remote computation, such as LLMs, that is energy 
intensive, but not necessarily when that can be provided by renewable sources.  However, note 
that in resisting this cult of the instant, the intention is not to berate users for being impatient, 
but thinking about ways in which interaction design does not force them to be so. 

Most of the examples in this section concern programming or data science, but with the rise of 
LLMs, we are all using large-data and large-compute resources, so hopefully we can learn 
lessons for all types of interaction. 
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Results were not always instant.  In the early days of computer programming code was written 
onto punch cards and fed into the computer in batches. Often magnetic tapes had to be 
retrieved and loaded in order to run a program.  If you visited programmers at that stage, you 
would find no terminals or screens, just desks with people hunched over paper coding sheets 
and using various aids such as flowcharts to help them plan the overall flow of execution 
alongside fine-grained practice such as documenting expected values after each line of code. 

In the 1990s, well into the era of the desktop PC, I worked as a consultant with an engineering 
company Slingsby who made small submarines for oil and telecoms industry, mostly remote 
controlled via tethering cables.  The submarine used an embedded processor and attached 
Texas Instruments DSP.   Early development used a plug-in board on a PC, which enabled a fairly 
standard development cycle, but once deployed in the pressurised container on the submarine, 
everything to and from went through a 30 cps (yes thirty characters per second) link in the 
tethering cable. 

Days before the first sea trials a critical bug emerged leading to a 36-hour three-person non-
stop debugging session.  Downloading code through the 30cps link took more than 20 minutes 
and with the rather slow compiler for the specialised chips, a complete debug cycle was around 
40 minutes.  Added to this, the logging information back through the link was limited to single 
characters produced at key points in the code. Boy did we think hard about each code–
compile–download cycle and continue to think during the long waits between cycles. 

As a coder I have no desire to go back to the days of punch cards or 40-minute debug cycles, 
but it is too easy to get caught up in the rapid cycles so that one forgets to sit back and think.  
Maybe there are lessons to learn from this prepare-and-wait style of working, with highly 
interactive tools to help preparation, but accepting gaps between. 

Indeed, these issues have not gone away.   If you are working on the Mars Rover or a deep-space 
mission, similar issues arise.  The comms links have higher bandwidth (albeit far less than 
terrestrial links) but the time delay between Earth and Mars is between 5 and 20 minutes 
depending on their relative positions around the sun, so ‘suck it and see’ programming doesn’t 
cut it!  Similar issues arise for big AI models, which can take days to run. 
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Data science is big business and of course uses big data.  In computing we often feel we need 
the optimal solution using all the available data.  However a key lesson from studying human 
and animal cognition is satisficing [Si56], the way in which we often find good enough solutions. 

Many traditional algorithms and AI have to work this way because the problems are intrinsically 
NP-hard or of a size that optimal calculations are impractical.  However, it can be applied as a 
general design heuristic, both for purely automated algorithms [AK24,GS00] and human-AI 
hybrid systems [DR24,TG25]. 

One variant of this for big data is to work on subsets of big data and only move to larger portions 
when needed.  As an example of this, let’s look at Query-by-Browsing. 

 

 
 

Query-by-Browsing (QbB) is an intelligent database interface that generates queries for you 
based on user-selected records.  It was originally developed as a thought experiment in my 
(very) early work on the potential for social, ethnic and gender bias in black-box machine 
learning systems [Dx92a], but when implement turned out to be useful [DP94], and now has a 
web version you can try for yourself (https://alandix.com/labs/qbb/). 

The basic idea is simple.  The user selects records of interest in the right-hand pane that lists a 
database table (tick for wanted and cross for not wanted).  When the user asks, the system uses 
a variant of ID3 (or other algorithm) to create an SQL query (right-hand pane) that matches the 
selected records.  The records matching the query are then highlighted on the left-hand pane 
and the use can select more records if the query is not as wanted. 
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The system hinges in the fact that a user may be able to recognise that the query is correct even 
if they would struggle to write it from scratch themselves.  The dual use of intentional (SQL) and 
extensional (highlighted records) representations is also crucial as diTerent aspects of the 
generated query are easier to verify in one representation or the other. 

 

 
 

All QbB implementations to date have all the data available.  In the web version (ID3 variant) 
only the user-labelled records are used in the ML algorithm, but a semi-supervised algorithm 
might use the user-labelled data together alongside the larger set of unlabelled records.  Also, 
one item on the QbB roadmap is for the AI identify uncertain parts of the decision rules and use 
these to suggest records that the user might want to check.  This would require more data than 
the user-selected records. 

If applied to big data one could imagine diTerent subsets of the data being used for diTerent 
aspects of the user interaction.  The smallest subset is the records in the user interface listing.  
It is these records that the user scrolls through and labels.  The machine learning algorithm 
might have a far larger set of data to be used for semi-supervised learning or for choosing the 
problematic records to show to the user.  Finally, this is itself a subset of the full dataset stored 
in the cloud. 

Eventually the whole dataset may need to be queried or updated based on the generated query, 
but the user’s interactions are faster and less computationally hungry than if the whole dataset 
were used continuously. 
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It is often suTicient to provide approximate answers, and indeed it is often better to have an 
approximate answer quickly than an exact one later.  Until recently Google search results used 
to have a message that said, “results 21-40 of around 37289”.  The ‘around’ figure was an 
estimate and could change as you paged through the search results.  Google could have found 
every result at the beginning and then given an exact answer for the number of hits, but this 
would have meant finding maybe many thousands of results that you would never page through 
far enough to see.  The approximate answer is good enough for the user’s interactions, whereas 
finding every result upfront would have been wasteful of computer resources and resulted in a 
painfully slow UI. 

Incremental calculations are widely used in engineering domains, that is where the algorithm 
returns an initial answer after a short time and then provides progressively better answers if you 
wait longer.  This is a natural result of iterative algorithms, such as gradient descent, that 
continually improve estimates, or stochastic algorithms, such as hill climbing with random 
starts, which run the same calculation many times looking for the average or best result. 

Jean-Daniel Fekete and colleagues have been using techniques rather like those suggested for 
QbB above but applied to pure machine learning algorithms and visualisation [FF24,RP24], and 
GeoT Ellis and myself adopted sampling to enable faster and more responsive visualisation 
[DE02, ED02] 

 

 
 

Some algorithms, notably those operating on graphs, are hard to trial on samples of data.  
Imagine a graph of ‘closest friends’, where each person has only 5–10 connections.  If we were to 
do a 1 in 1000 sample of the complete population, the vast majority of people would have no 
connections at all in the sample.  To deal with this GeoT Ellis and I imagined ‘Coronation Street’ 
samples (named after a soap opera), a kind of snowball technique, that given a sample point 
would also bring in neighbours, but this would still struggle, for example, with path-like 
connections of the  ‘six degrees of separation’ kind. 

If given a large data or compute question, we simply say to the system “compute this when you 
are ready”, then it is hard to later interrogate the results, in particular, the kind of step-by-step 
logging and debugging one gets from more interactive execution.  There has been a long-
standing literature on the use of checkpoints to allow replay and roll-back of code including the 
libckp Unix library on the 1990s [PB95, WH95].  These have been especially important for 
applications that are event-based [MV16], multi-threaded [PT03] or distributed.  It is especially 
important for distributed applications [MT25].  Furthermore recent techniques can achieve this 
with low overhead [BP18].  Similar techniques could be applied to these large “run when ready” 



Patient Interaction, Alan Dix, 2024 14 

computations, for example, storing data for the first and last few iterations of vast loops, with 
sampled points between. 

 

5.  Patient systems 
 

 
 

The opposite side of the coin is that computer systems may leave you waiting while they 
perform some long-lasting task.   

This is bad both in terms of computer usage and user experience.  For the former, because the 
computer designer knows you will be waiting and so is trying to do the computation as fast as 
possible – an extension if the impatient user problem.  For the latter … well, we have all sat there 
watching a little “I’m busy” spinner or progress bar grind its way painfully slowly towards 
completion! 

We’ll focus on the user experience, but paradoxically if we do this then the urgency for the 
computation reduces hence addressing the sustainability issues also. 

Some fixes just make the waiting less bad.  There is extensive research on diTerent kinds of 
progress indicators this includes detailed manipulations such as non-linear rates of movement 
[HA07] and diTerent styles of patterning [HY10] and shape [OY14].  More radical research has 
looked at methods to help users use the idle time [HC12] or playing well-known songs to help 
users estimate time to completion [KP06]. 
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This is important, but points to a much more fundamental problem, that is the notion of turn-
taking, which is taken for granted within so much interaction design.  It is at the heart of 
Norman’s highly influential execution–evaluation loop [No90] and a tacit assumption behind 
design and evaluation principles such as Shneiderman’s golden rules [Sh87] or Nielsen’s 
heuristics [Ni94].   

 

 
 

Crucially the notion of direct manipulation, which has been central to the imaginary of HCI 
since its earliest days, is built open the idea that objects in graphical user interfaces can behave 
almost as if they were physical with instant reactions to user actions [Sh82,HH86]. 

However, this has never been true – in reality all computation takes time.  Sometimes this can 
be fast enough to be eTectively instantaneous, but often we need to design taking small or large 
delays into account.  This is an issue I first described in 1987 as the “Myth of the infinitely fast 
machine” [Dx87], and which I’ve returned to repeatedly over the years [Dx20a]. 

 



Patient Interaction, Alan Dix, 2024 16 

 
 

Rather than action-feedback cycle of direct manipulation, real turn-taking interaction should be 
seen more as a series of cycles of the form: 

1. user performs action 
2. user waits – as system updates things, performs cloud access, etc. 
3. eventual feedback 

 

 
 

The length of the delay is crucial in terms of the way it interacts with the human perceptual, 
motor and cognitive systems.  

Our hand-eye coordination system is built to deal with the delays in the internal perceptual and 
motor processing paths within the human body, but delays of more than a couple of hundred 
milliseconds lead to rapid breakdown of any form of mouse or finger tracking such as dragging a 
window or resizing a photo [Sh84,Dx26].  This eTectively means that feedback for this form of 
response has to be local. 

For actions such as the response to a menu selection, the feedback can be a little longer.  Our 
internal idea of ‘now’ is about 1 second long, so that responses faster than this are felt as 
‘instantaneous’.  Things that take longer than a second or so are no longer connected 
unconsciously. to begin to feel more like act-wait-feedback.    

‘Large’ actions such as moving to a new web page, can take a bit longer.  An early review 
Shneiderman found that waits of 5-10 seconds could be accepted, but rapidly gave way to a 
sense that something was broken and shorter waits of a only a few seconds better.  While the 
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technology has changed, SEO recommendations still suggest 2.5 second maximum for web 
page rendering … however, we have all experienced both web and desktop apps that are slower! 

 

 
 

Sometime this can just be frustrating.  When you open the scanner dialog in MacOS, the system 
initiates a low-resolution overview scan in order to help you choose the scan area.  This can take 
15-30 seconds depending on the scanner and document.  During this time the rest of the dialog 
is disabled.  Often there are things you could do whilst waiting for the preview, or when you 
know the document fills the scanner area, you might not even care about the preview.  However, 
you cannot set the target filename, change the scan resolution settings, or swop between 
flatbed and document feeder options until the computer decides it is ready.  You are forced to 
wait for the computer and react when it wants. 

 

 
 

This is very easy to fix by allowing the user to concurrently access the settings in the dialog while 
the system is performing the preview scan.  If some options cannot be performed during the 
scanning, those options, and those options only, should be disabled. 

As a general design heuristic, one should, as far as is reasonable, allow the user to interact 
concurrently while the system works unless the delay is guaranteed to take no more than a few 
seconds. 

The MacOS scanner dialog is by no means an isolated example, when I was walking around 
Wales [Dx20b], I wore a medical-grade ECG device.  Data from this needed to be uploaded via a 
special device that then communicated with bespoke software on a Windows laptop.  The 
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upload was over a serial line and took 10-15 minutes.  When ready it popped up a message 
asking you to decide what to do next: whether to process further inside the upload software (for 
example, to visualise the heart rate over time), or simply to save to disk.  However, if you didn’t 
interact with it fast enough, after about five minutes the message would time out and the upload 
was cancelled – you had to start the whole process again.  Because of this, you had to 
constantly monitor the upload, unable to concentrate on anything else. 

 

 
 

Another example, where there can be a complete breakdown is when you copy a large number 
of files between devices, for example, when performing a backup to a removable hard drive.  You 
initiate the copy and after a while the system will oTer an estimate as to how long the copy 
operation will take.  This is of course very helpful, and if, for example, it says the copy will take 
two hours, you know you can go away, maybe make yourself a cup of tea and do something else.  
Half an hour later you take a peek to see how the copy is proceeding, expecting it to say 25% 
complete with another hour-and-a-half to go, but instead, maybe just minutes after you left, the 
system had encountered a filename that for some reason the backup disk format can’t accept 
and the copy has stopped asking you what to do next.  Instead of being able to get on with 
something else, you have to constantly keep an eye on the computer to press buttons when it 
gets stuck.  Once again, the computer expects you to be there waiting for it when it is ready for 
you to interact with it. 

 

 
 

As with the MacOS dialog, this problem is fixable.   
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Some years ago, in the late 1990s, I supervised a student project at StaTordshire University, 
where the student first implemented the copy dialog in the most obvious way, a loop that copied 
at each file in turn and stopped to ask the user every time it encountered an issue. 

He then modified the code so that the system instead built up a list of problem cases and only 
when finished popped up a dialogue saying, “what do you want to do with these?”.  This meant 
that the user could safely go away and ignore the system while it performed the long copy 
process, knowing that it would run to completion without needing any interaction until the end. 

 

 
 

As a second experiment, he modified the code so that it first rapidly scanned the disk checking 
the filenames.  This only took a few seconds.  The system was then able to ask the user what 
they wanted to do (ignore the problematic files, rename the, etc.).  Once this was confirmed, the 
system was able to run through the lengthy copy process, again allowing the user to get on with 
other things. 

Crucially neither modification was substantially more complicated to code than the original 
implementation that demanded the user’s constant availability. 

Incidentally, I have found the second approach useful algorithmically even when there is no 
user interaction required.  Often loops that update data structures can get very complicated 
with multiple internal decisions, especially if the data that is being iterated over is also updated 
within the loop.  Nowadays I often use a two-pass to-do-list solution, with one pass iterating 
over data and building a list of what needs to be done, followed by a second pass through the 
list doing the actions.  As well as often being clearer to understand, it is also often a more robust 
approach as many potential problems are discovered during the first pass, meaning it is 
possible to exit with no change rather than with a partially updated data structure. 
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As well as keeping us waiting doing nothing, impatient systems often try to force us to react to 
them when they want … notifications! 

Although the process had already started with email, the ubiquity of notifications means that 
our lives are based almost entirely around responding to computer demands, rather than 
following through considered plans of action.  Good interaction requires a match between the 
pace of the task and the pace of communication [Dx92b], but most notification systems are 
largely one size fits all demanding action now.  Furthermore, most do not make taking that 
action easy. 

 

 

Drivers and capabilities for analytics-driven academic action (from [DL15]) 

This is an issue in many areas, not least education.  The Holy Grail for learning analytics systems 
is ones that can deliver actionable insights, such as indications of students in trouble at a point 
when remedial actions is possible [TA11, SP16].  Many of these systems are dashboard based, 
which you consult when (if) you remember. 

While working at Talis (now part of Sage), we were interested in the potential to deliver more 
notification-based prompts.  However, it would not be appropriate to send a ping to your phone, 
when you are halfway to a lecture to say it has just detected that a student’s grades suggest 
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action is needed.  This insight probably requires an email prompt the next morning, whereas 
insights into potential improvements of your course for next year need to come when you are in 
the process of reviewing the material, not when it is in the middle of exam marking season. 

In general, action requires some sort of trigger – the purpose of the notification – but also that, 
when it occurs, the recipient has the right drivers or motivation, the necessary information 
resources and crucially time. 

This is rather like the design of mobile-first applications just at a larger time scale – as designers 
we need to think about the user’s long-term activities, how the things that require notifications 
fit into that, what might be an appropriate pace for notifications, and making sure the right 
information is available. 

 

 
 

Notifications have two problems 

• they demand you do what the computer wants instantly 
• they interrupt what you are already doing 

Interruptions have been studied for many years in the HCI literature, and their impact is rarely 
positive [RH94, MG08].  The most intrusive notifications, especially auditory alarms or modal 
dialogs, can interrupt your train of thought and at worst mean that you forget that carefully 
crafted phrase you were about to write.  In general, interruptions involve setting down one task 
to begin another.  This putting down of a task is often diTicult, both intrinsically, and because 
usability and design guidelines are focused almost entirely on the periods of engagement with 
an application, not the gaps between.  In my own work I have looked at extending heuristics to 
include the way that one needs to stop and restart interactions [Dx20a] but, even then, 
assuming the user has control.  

When designing the timing of notifications, we should give thought to how these allow users to 
come to natural endpoints in interaction. 
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6.  Where was I? 
 

 
 

Thinking about patient users led us to consider prepare-and-wait interaction paradigms.  Of 
course, after this wait the user may have lost track of the original task.  Similarly, when thinking 
about patient systems and notifications we have considered the need for techniques to make it 
easy for a user to lay down the thing they are doing at a natural point and also have the right 
resources to act on a notification when it is appropriately delivered. 

 

 
 

All of these need “where was I?” information to help users re-start activities where they left oT. 

In the very early days of graphical user interfaces, Henderson and Card recognised the cognitive 
load of human task switching and so used an analogy with computer working sets of memory to 
create the Rooms interface [HC86].  This collected all the open windows and applications for a 
task together allowing the user to return to a screen in the same configuration as when they last 
were last doing it.  More recently Matjaz Kljun created a browser extension TIC (Task Information 
Collection), which allowed users to gather information resources related to tasks [Kl13, Kl25]. 

At a finer level eTective layering of system architecture, as described earlier, could help the 
saving and restarting of interaction state, which is often lost even when files and documents are 
saved. 
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Of course, having better facilities of this sort will also help impatient interruptions and multi-
tasking … which, in reality, always means rapidly swopping single tasking and is never eTicient! 

 

7.  Summary 
 

 
 

In summary we have discussed how appropriate user experience design can start to counter 
digital fast fashion.  This is partly about doing more with less computational resources and 
adopting a design strategy that is least-first, that is first creating eTective designs on minimal 
hardware and only after that thinking about yet better experiences if more power is available.   
As part of this we saw how in a world centred around instantaneity our design often also leads 
to impatient interfaces, which are intrinsically resource heavy and poor for well-being.   

Good design can encourage patient users, which do not demand that systems respond instantly 
to everything. Instead, prepare-and-wait interaction styles intersperse periods of rich 
interaction with periods when the system works.  This is especially important in data- or 
resource-hungry applications, but with AI that increasingly means everything. 

Similarly good design can create patient systems, which do not demand that users wait around 
while the system works and which do not assume the user will respond instantly to system 
notifications.  Instead, systems can use list-building interaction styles, that either rapidly triage 
large data to find potential interaction points up front or store lists of queries for when the user 
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is ready.  Notifications likewise can be designed to match their pace and urgency so that users 
can deal with them when their current task reaches a natural end. 

In both cases there is a need for users to put down and take up tasks after periods doing other 
things.  Systems need to be designed at both an architectural and user interaction level so that 
this is possible and easy. 

These are just first thoughts in potentially a large area with wide potential for research and 
practical designs for patient interaction.  The benefits are multifaceted including human well-
being, commercial productivity and environmental sustainability. 
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